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A full-scale research datacenter and
test environment with the objective
to increase knowledge, strengthen
the AI & DC ecosystems and attract
researchers.

2000 physical servers
250 kW
200 TB RAM
10 petabyte storage
50 000 cores
240 GPUs 
1,1 M cuda cores
12,5 petaflops
HDFS clusters
OpenStack ECC
Kubernetes cluster
OCP servers

• 30 projects, from the 
ground to the cloud

• 28 employees
• 4 MEUR turnover
• Established 2016

Stakeholders: Ericsson, ABB, 
Vattenfall, Facebook, LTU, 

Region North, Space agency



* Energy-efficient Cloud Computing Technologies and Policies for an Eco-friendly Cloud Market  (2020)
https://op.europa.eu/en/publication-detail/-/publication/bf276684-32bd-11eb-b27b-01aa75ed71a1



* Energy-efficient Cloud Computing Technologies and Policies for an Eco-friendly Cloud Market  (2020)
https://op.europa.eu/en/publication-detail/-/publication/bf276684-32bd-11eb-b27b-01aa75ed71a1



* https://data.consilium.europa.eu/doc/document/ST-7446-2023-INIT/en/pdf











Electricity Waste Heat

Today 0.03% of input
power is in the data
stream.

Today 99.97% of input
power is in the thermal
stream.

Data Centres in energy terms

Based on:
Rolf Landauer, “Irreversibility and Heat Generation in the 
Computing Process,” IBM J Res. Dev. 5, 183 (1961).
http://dx.doi.org/10.1147/rd.53.0183

http://dx.doi.org/10.1147/rd.53.0183


* Energy-efficient Cloud Computing Technologies and Policies for an Eco-friendly Cloud Market  (2020)
https://op.europa.eu/en/publication-detail/-/publication/bf276684-32bd-11eb-b27b-01aa75ed71a1



GA 768875 

The Boden Type Data Centre
A Horizon 2020 funded project

What knowledge can we apply from building the World’s 
most efficient conventional data centre
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How a PUE of <1.02 was achieved
• Minimise air flow by maintaining the 

chip temperature by correct control 

of server fans

• Synchronising the cooling system 

fans with the server fans

KEY PRINCIPLE 1 – Fan Energy

The energy use of a fan is proportional to the cube of its 
speed.  A 50% reduction in fan speed reduces its energy 
use by nearly 90%

GA 768875 

Commission regulation (EU) No 327/2011 of 
30 March 2011implementing Directive 
2009/125/EC of the European Parliament and 
of the Council with regard to ecodesign 
requirements for fans driven by motors with 
an electric input power between 125 W and 
500 kW



Standard cooling

Supply and 
return temps

Rack inlet and 
outlet temps

Holistic cooling

Holistic cooling control in 
practice GA 768875 



Holistic cooling control in 
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Date Milestone/Reference

1960s
Personal computers started to emerge, although they 
were not yet widely used for business management.

1970s
Adoption of personal computers increased, and they 
began to be utilized for basic business management tasks.

1980s
Personal computers became more powerful and 
affordable, leading to their widespread use in business 
management.

1990s

As data volumes grew, personal computers became 
insufficient for handling business data, and businesses 
started utilizing dedicated servers in their own server 
rooms.

Early 
2000s

The increasing amount of data and complexity of business 
operations led to the establishment of larger server rooms 
and data centers.

Mid-
2000s

Virtualization technologies emerged, allowing businesses 
to consolidate multiple servers into a single physical 
server, leading to more efficient use of resources in server 
rooms.

Late 
2000s

Cloud computing gained popularity, enabling businesses 
to store and process data remotely on servers maintained 
by third-party providers.

2010s

Businesses began gradually shifting their server rooms 
and data storage to cloud-based platforms due to the 
scalability, cost-effectiveness, and accessibility offered by 
the cloud.

2020s
Cloud computing became the dominant infrastructure 
model for businesses, and the migration from traditional 
server rooms to the cloud accelerated.



* Uptime Institute UI Intelligence Report 48: Demand and speculation fuel edge buildout
* Cisco Annual Internet Report (2018–2023) White Paper

5ms 10ms 20ms 50ms 



* European Industrial Technology Roadmap 
for the Next Generation Cloud-Edge Offering 

European Commission 





• Empa’s energy reserach platform ‘NEST’ is the
ideal micro-grid

• OCP ORV2 > EDGE (cooling + containment)

• Open source hardware for open science

• Customized refurbished rack compatible with the EU 
Circular Economy Action Plan







Smart and local 
reneWable Energy
DISTRICT heating and cooling
solutions for sustainable living
This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement N°857801.







Data centre
heat waste recovery





https://www.ri.se/en/ice-datacenter cagatay.yilmaz@ri.se


